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Abstract. Information clustering means classifying informatior partitioning
some samples in clusters such that samples insicte @uster have maximum
similarity to each other and maximum distance frathmer clusters. As
clustering is unsupervised, selecting a specifgo@hm for clustering of an
unknown set may fail. As a consequence of problesmpiexity and
deficiencies in basic clustering methods, most toidies have focused on
ensemble clustering methods in recent years. Diyarsinitial results is one of
the most important factors which may affect finalatity of the results.
Moreover, the quality of primary results affects tjuality of final results. Both
factors have been investigated in recent studie<lostering. Here, a new
framework is proposed which is used for improvihgstering efficiency and it
is based on use of a subset of initial clustertecBen of this subset plays a
significant role in performance of the scheme. $tbset is selected using two
intelligent methods. The main idea in these methisddilizing stable clusters
through intelligent search algorithms. Two stapilfactors are utilized for
cluster evaluation. One of these two stability dastis based on mutual
information and the other one is based on Fishersore. Finally, the selected
clusters are added using several final combininthaus. Practical results of
several standard data sets demonstrate that tipegad method may improve
combination clustering method significantly.
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I ntroduction

Clustering is a branch of unsupervised learnings l&n automatic process through
which samples are divided into groups with simitaembers which are called
clusters. Thus, cluster is a set of objects whiehsamilar to each other while they are
different from objects inside other clusters. Vasccriteria might be considered for
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similarity, for instance, distance could be useddistering and objects which are
closer could be clustered as one cluster; it isedatlistance based clustering. In
unsupervised methods no objective variable is ddfiand data-mining algorithm
searches correlations and structures of all vafahClustering is the most prominent
example of unsupervised data mining.

As mentioned before clustering is putting simildjexts together; however, it
must be found out how a clustering system is evatluaAs a matter of fact there is
not any absolute measure for determining the Hestezing method and it depends
on the problem and user's opinion; neverthelessrettare various measures to
determine a good clustering which may help the tserchieve a proper clustering.
Some of these measures are explained in efficiem@gsures section.

In statistics and machine learning, clusteringloster analysis is the procedure of
grouping similar objects. The clustering problenginibe introduced in two ways: 1)
a n*n dissimilarity (similarity) matrix is given,)Za n*d matrix is given where each
row defines an object. The output of the algorittonld be in two forms: 1) grouping
the objects to separated sets 2) hierarchicalesingt which finds a tree for division
of objects. The algorithms of first group are fastemust be noticed that this paper
does not deal with hierarchical clustering. Eaalstgring algorithm cluster the data
in a unique way as it focuses on a specific aspetite data. Thus, it is necessary to
combine such algorithms, take advantage of a fgerithms and provide optimum
results. Actually, the main goal of ensemble cliste is searching for the best
clusters obtained via combining other algorithmsZjL Combination clustering may
provide better results from stability, flexibilignd robustness perspectives [2-4]. To
sum up, combination clustering includes the follogvisteps: a) generating different
subsets from whole given data, b) initial clustgribased on applying various
clustering algorithms on the subsets generated frmim samples. ¢) combining the
results obtained from primary clustering methodsa¢bieve final clustering. There
are two important issues regarding combinationtehirsg: 1) diversity of various
clustering algorithms such that each of them foswusea specific characteristic of the
data, 2) the combining algorithm which provides final results. To address the first
issue the following methods might be exploited: Uing different clustering
algorithms [5], 2) changing initial values or othparameters of the clustering
algorithm [4, 6], 3) selecting some data featunegemerating new features [1, 3, 7],
4) dividing the main data to different and sepataebsets [8, 9, 10, 11, 12, 13]. The
second issue is vastly investigated to find algomg for combining the results [14,
15, 16]. But the proposed methods have been siaBs so far rather than dynamic
methods. In this paper a dynamic approach is peakidDespite, information
classification which has a supervisor and trairsed, in information clustering the
data set is completely unknown. Lack of supervasua training set makes it difficult
to introduce modern and smart clustering methodh high efficiency. One of the
methods which might be used to achieve smart irdtion classification is
considering diversity concept.

Diversity in information classification means th&tone classifier has errors in
some samples, we look for other classifier whick éaors in samples different from
errors of the first classifier. As a result thesslfiers provide better results. Lack of
training set has deprived information clusteringhods from such technique. Here, it
is tried to include diversity concept in informatialustering [13, 21, 22]. Diversity
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concept has been utilized widely in recent reseamtks [3, 13, 23, 24]. The main

goal of recent combination clustering methods ianeiring data set from different

perspectives and it has not been investigated whétle generated diversity is useful
or not. Indeed, it is difficult due to unsupervisedture of clustering problem.

However, practical results have demonstrated tleaeating diversity in primary

clusters usually leads to better results [25]. AZ4id6] has shown that in some data
sets more diversity does not necessarily increasa precision. In this paper,

diversity and clustering quality have been simwétausly emphasized.

Routing in computer networks has played a speolalin recent years. The cause
of thisisthe role ofroutingina performance ahe networks. The quality
of service and security is one of the most impdrtduallenges in routing due to lack
of reliable methods.

2 Heuristic Search M ethods

Increasing complexity of optimization problems hascessitated novel search
methods. To address this issue, heuristic methads been developed in many fields
as a powerful optimization and search tool in réagecades. Their wide ranged
applications, simple use and the capability of ivlitgg near to optimum solution has
made these methods successful ones. In this segtmmeuristic algorithms which
are utilized in this paper are briefly explicated.

Genetic algorithm is a scheme which considers #taral evolution of creatures
[4]. It tries to imitate evolution process usingwqauter algorithms. The most essential
principle of evolution is inheritance. John Hollaindovated genetic algorithm for the
first time during 70s according to evolution theofhe algorithm exploits the same
principles that natural evolution uses [4] to imgrosolutions of an optimization
problem. There are two important operators in dgeragorithms which make the
solutions chaotic to exit probable local optimu@se of these operators is crossover
through which genetic algorithm generates solutioAsiother operator called
mutation is able to provide new values for bits eathdo not exist in the parents.
Mutation guarantees genetic diversity and pushesdarch to new domains.

Simulated annealing is an optimization method whitsimilar to the process
through which metals are heated and then slowlgaled [7]. It is suitable for simple
objective functions with one local bound point (miization or maximization
problems). For complex functions (for example fanimization problems) the local
optimum points might be completely different frorolgal optimum point. In such
cases the optimization model will not be able toviie optimum solution. SA
utilizes stochastic release so that it exits loc@ima points.

SA procedure starts from a possible solution safy, éa real vector which shows
all decision variables) and its corresponding dfjecfunction ], =J(qo). A new
solution q; with objective function]; =J(q,) is randomly selected and evaluated
among the neighboring area of the initial solutidthe amount of variation in
decision variable is usually known. Random nataréue to direction or dimension of
changes (e.g. x variation might be known but iteation might be unknown). If the
new solution has lower objective functipn< J, (for minimization problem), it is
accepted and the search process is transferredirioqq. If the new solution is not
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better than current solutiof, (= J,) it may be selected or rejected which depends on
the following acceptance probability.
Ji—Jo

Pacc = €

3 Literature Review

Combining clustering methods is more difficult thasombining supervised
classifications. In clustering data set is not know is difficult to propose high
efficiency smart clustering methods due to lack sopervisor and training set.
Combination clustering is a method of clusteringolthis resulted from combining
different clustering methods. Two main steps ofegating a combination of initial
clustering methods are generating each clusteriathad and using a function or
mechanism to combine their results to obtain thalfiesults.

Since the final result is a combination of initielustering results, the more
different initial results lead to better final résuAs a matter of fact, if data are
investigated from more different aspects the firesult would more precise. There
are various methods for generating diversity in boration clustering including
different clustering algorithms, changing initiadlues or other clustering parameters,
selecting some data features or generating newréssatand dividing main data to
different and separated subsets. In the presengtidionls the main goal is to examine
data set from different points of view. They hawet investigated whether the
generated diversity is useful or not [17].

Usually, most combination clustering methods usmean algorithm as their
initial clustering method [12, 13, 18]. It has besmwn that in some cases other
clustering methods might be more beneficial congidebehavior of each data set [1,
3]; nonetheless, k-mean algorithm has been thedirsice due to its simplicity and
appropriate ability.

Ouster!  [Ouster2 | [Samgle  [Ouster ] [Ohster2 Sagle  |Custe 1 [Custer2

olvislalalolvlelo
2linianlalwlinlelo

wiolvinlalalwlvlaelo

Fig. 1. Initial samples in k-mean algorithm. Figures froeft Ito right: 1) space view of 14
samples, 2) results obtained using 1 and 8 ins@hples, 3) results obtained from 2 and 3
initial samples and 4) results obtained from 1 &Bdhitial samples

Another method for increasing diversity is changimgtial parameters of

clustering algorithms. For instance changing numbgrclusters in k-means or
changing seed points significantly affect divergit$]. In the following figure, the
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effect of initial samples on final clustering isat. In this figure, the distribution of
samples is shown and the results of three differans of algorithm with three
different starts are depicted [1].

Feature selection might be considered as a metbodadding diversity to
combination clustering as well. Thus, another sotutto increase diversity in
combination clustering is using some features tdltdata set space or generating
new features [13]. However, in information clustgriselecting a subset of features
has not been noticed due to the unsupervised natdine problem. It is mostly t tried
to generate new features. There are several metfmd$eature generation in
ensemble clustering [19] among which the simplestata normalization. In fact it is
shown that each data set achieves better behasiity ane normalization method. As
a result in many methods presented for informatiostering, raw value of results are
reported.

4 Consensus Function

Combining the first ensembles and obtaining thalfiresult is one of the most
important steps of combination clustering. There diverse methods for combining
the results of initial ensembles some of whichiat®duced in this section. Then, the
proposed method is presented.
1- Hyper-graph based method

In hyper-graph partitioning, first off, the combiima clustering problem is
converted to a graph partitioning problem. Afterdgrthe problem is solved using
graph partitioning algorithms. Clusters are denditgdyper edges of a graph. Graph
vertexes correspond to samples which must be cadst@he problem is dividing this
graph and generating k separated partitions eaghiwh belongs to a cluster. There
are three different algorithms in this group of huets including HGPA, CSPA and
MCLA [1, 3].
1-1- CSPA

In CSPA feature space of data points is mappecdicelation feature space of
hyper-graph. Then, a hyper graph minimum cut atbori similar to METIS is
applied to the data points. According to assumgtiofithis method more data points
in one cluster in primary portioning means thatadpbints are more probable to
naturally belong to one cluster. CSPA is the simipldeuristic method. Its
computational complexity i€ (kN2M) where k is the number of clusters, N is the
number of data points and M is the number of domaihhe computational
complexity of two other methods is lower than CSPA.
1-2- HGPA

HGPA consider vertexes as data points. Also, dlssiéhich are resulted from
initial portioning are assumed to be hyper edgesw M hyper-graph minimum cut
algorithm such as METIS is applied to hyper-graph $eparating vertexes to k
different components. Its computational compleist9 (kNM) where k is the number
of clusters, N denotes the number of data poirdshiis the number of domains.
1-3- MCLA

MCLA algorithm partitions the cluster resulted fronmitial partitioning.
Afterwards, it utilizes a voting mechanism to getterset partitions. Clustering is
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done using METIS. Its computational complexityOi&?NM?) where k, N and M a
are similar to previous methods. For more detaglgarding hyper graph based
methods interested reader is referred to [3].
2- Voting method

This is actually majority of vote method. The chrsto which each sample
belongs is determined according to majority void®e main problem of this method
is matching of cluster numbers in different runsalihmposes heavy computational
overhead on the algorithm. This computational ogathhas caused this method to be
unpopular among various consensus function metftds 23].
3- Co-association matrix

Consider D as a data set consisting of N point®iéas) in a d dimensional space.
The input data might be considered either &sxad pattern matrix or a dissimilarity
N x N matrix. Assume thaK = {X;,X,, ... Xg1}is a subset of available samples
extracted from initial samples. All algorithms geate P = {P,, P,, ... Pz;} when they
are applied to samples inside X. Eahs a set of clusters i.&;, = {Ci1 ucCh..u
Ciy} and X; = CL U Ch ..U Cig such thatk(i) is the number of clusters iith
ensemble.

The first base algorithm which is utilized is k-meaalgorithm. At first step, k-
means algorithm is executed Br= {X;,X,, ... Xg,} S0 that the co-association matrix
could be derived as follows using generaiad

Co - associatio n( xy ) :i)l( P(x),R(y))

where

lifa=b
A(ab) =
(ab) {Oifa;tb

A(R(®),R (b)) acquires 1 if inP; combination a and b are located in the same

cluster and it would be zero otherwid®, denotes the number of subsets i.e. the
number of times that k-mean base algorithm is reygedVhen co-association matrix
is obtained, final clusters are extracted from ssegiation matrix employing a simple
hierarchical algorithm such as average link (AL).

5 Proposed Procedure

Clustering combination is more difficult than comipig supervised classifications.
Despite classification problem which has superviand training set, in clustering
there is not any information available about daa # is difficult to present high

efficiency modern and intelligent methods due tklaf supervisor and training set.
Furthermore, when labeled training data is notlaiséé, problem of correspondence
between cluster labels in different partitions of cambination arises. Recent
clustering methods mainly try to examine dataseinfrdifferent perspective while

they mostly ignore whether the diversity is us@fuhot. Indeed, it is difficult to do so
as a result of unsupervised nature of clusterinthofigh experimental results have
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shown that diversity improves clustering in moste=a[29], Azimi [30] demonstrated
that in some data sets more diversity does notssacdy increase precision. Since
there is not any true labels (supervisor), clustgiis one of the most difficult and
ambiguous concepts in artificial intelligence; db @artitions of data might be
considered to be correct. One of the problems dstape of a precise and absolute
measure for clustering which could be optimizedHitain the best clustering.

In this section a novel scheme is proposed whi¢hmiges diversity while taking
precision into account. For this purpose a set f@pation) of initial clusters called
reference set dkefSet is generated. The size of RefSet combinatidRe$Set| which
denotes the number of its elements. It is worthtioaing thatRefSet; denotes théth
member of this combination. Afterwards, another bomation called main
combination or combination is generated. It must Imentioned that
combination; denotesith member of combination. Then, stability is cadtatl for
each combination; where i changes from 1 to B. The stability of partition
combination; is the average of its similarity in reference Jdte similarity of two
partitions is calculated via Fisher measure equoafiis measure which is utilized
here to assess a partition is called F-measure.

NPL NPL
Kp 2 X NP x (w0 5 )y
N; Nr(l)
FM(P,L) = maxz NPL NPL
T i LT(L) it(i)
i=1 N ><( + NI —)

T(i)

where Kpis the number of clsuters in partition R denotes the number of data
existing inith cluster of partition Pl,V]-L represents the number of datgtim cluster of
partition L;N{}L is the number of data which are in béti cluster of P angth cluster
of L. N is the total number of data amdis a permutation of numbers from 1 to N. If
partition P and label L are completely similar, Fisls its maximum value i.e. 1 and it
is zero in case of complete dissimilarity.
The stability of partitiorcombination; is derived as follows.
|Ref Set|
Stability(combination;) = |RefSet] z FM(combinationi,RefSetj)

Then, clustering ensembles are searched with respetability and diversity so
that the most stable and diverse clustering isdoun

When combinations are selected according to thibilgy, an evolutionary
algorithm is employed to select a subset of inii@ambinations. This algorithm is
explicated in the following. These evolutionary @ithms include a bit-string
chromosome whose length is the total number of ¢oations inside second
combination. Each genes of this chromosome mayicdor 0. When a gene is 1 it
means that the combination with corresponding nundeelected and zero means
the combination is not selected. In other words i ith gene means th&E; is
selected while a 0 isnth gene means thahth combination is not selected. To
calculate fitness function of evolutionary algonith diversity of selected
combinations needs to be derived.
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To calculate efficiency of the chromosome, thedwihg equation is used which
demonstrates the amount of diversity.

D> abs(Co(x, y) - 0.5)
FitnessFunction= 05- =~

N2

6 Simulation Results

In this paper combination clustering was investdarom other aspects. Contrary to
previous methods which suggest a constant methtid a@instant characteristics for
all types of datasets (even if diversity was comd) [26], our proposed method
changes its behavior dynamically according to théadset. A dynamic approach
changes its behavior with respect to sample digioh in each dataset. As each
clustering method has its pros and cons, it ispogsible to choose a specific method
for a specific data set [1]. Our proposed methddstito choose those initial

combinations which lead to the best initial restitts a specific data set. K-means
algorithm is considered as base clustering algoritBesides, in different runs of this

algorithm the number of clusters is assumed totsger. Furthermore, this number is
considered as a parameter. The experimental rgmaitgded in next section confirm

the performance of our method.

Table 1. Results

NMI FM AR
Proposed Full Proposed Full Proposed Full
Ensemble | Ensemble| Ensemble| Ensemble| Ensemble| Ensemble
Glass 15.82 15.77 28.73 28.17 8.72 8.62
BreastCancer | 39.90 35.58 48.39 47.34 44.26 40.69
Wine 21.97 21.44 35.71 35.48 18.58 18.56
Iris 38.91 37.1 46.01 44.61 39.3 35.82

In this section the results of applying the progbakgorithm to some datasets are
reported. 4 datasets which are popular in liteeatare investigated; so, it would
possible to compare the proposed method to othénads. The results are reported
in Table 1.

7 Conclusion

The proposed method opens up new horizons in cingtalgorithms. Including
fuzzy concept in clustering combination is a prangsidea. Data normalization is
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necessary when Euclidean distance is exploitedceSimsing data normalization
algorithm does not guarantee improvement in clirgeproposed clustering methods
present their reports according to raw data. Tleeefanother idea which might be
considered in future studies, is finding a dynamiethod for assigning proper
normalization method to each data set. The mosmiment factor which leads to

considerable improvement in the proposed methdidding an intelligent method for

generation of initial results. It must be able &ngrate initial results which cover
deficiencies of other initial results.
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